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ABSTRACT: Social media is one of the biggest forums to express opinions. sentiment analysis is the procedure by 

which information is extracted from the opinions, appraisals and emotions of people in regards to entities, events and 

their attributes.Sentiment analysis is also known as opinion mining. Opinion Mining is to analyse and classify the user 

generated data like reviews, blogs, comments, articles etc. The main objective of Opinion mining is Sentiment 

Classification i.e. to classify the opinion into positive or negative classes. A earlier work is based on star rating of user 

data, most of the reviews are written in text format. The reviews are in text format which is difficult for computer 

system to understand. The proposed work is able to collect information from various sites and perform a sentiment 

analysis of a user reviews based on that information to rank a product. Manual analysis of such large number of 

reviews is impossible. So the automated approach of machine learning algorithm  like Naïve Bayesian Algorithm and 

Support Vector Machine is used. 
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I. INTRODUCTION 

 

In the current digital based economy a large amount of information is available in the form of textual data which 

can often be used more easily if it is categorized or classified into some predefined classes. In any business or industrial 

environment corporate information may be available in multiple different formats, about 80% of which is in text 

documents. This information exists in the form of descriptive data formats which include service reports about repair 

information, manufacturing quality documentation, customer help desk notes and product reviews and opinions. 

 

In order to enhance customer satisfaction and their shopping experiences, it has become a common practice for 

online traders to enable their customers to review or to express opinions on the products that they buy. A common users 

becoming comfortable with the Internet, an increasing number of people are writing reviews. The number of reviews 

that a product receives grows rapidly. Some popular products can get hundreds of reviews at some large trading sites. 

This makes it very hard for a potential customer to read them to help to make a decision on whether to buy the product. 

A feature-based opinion summarization of customer reviews of products sold online. The task is performed in 

two steps: 

1. Identify the features of the product that customers have expressed opinions and rank the features. 

2.  For each feature, we identify how many customer reviews have positive or negative opinions. The specific 

reviews that express these opinions are attached to the feature. 

 

Opinion mining is a type of text mining which classify the text into several classes. Sentiment analysis which also 

known as Opinion mining use some algorithm techniques to categorize the user opinions into positive, negative and 

neutral classes .This categorization of text is called polarity of text. The main objective of Sentiment analysis is 

classification of sentiment. It classifies the given text into three level document level, sentence level, and entity/aspect 

level. In document level classification, a single review about a single topic is considered (i.e.) either positive or 

negative opinion. We cannot conclude best product by giving one opinionated word. Therefore subjectivity/objectivity 

classification is very important in this type of classification. The irrelevant sentences must be eliminated from the 

processing works. Here both methods supervised and unsupervised learning methods can be used for the document 

level classification. In sentence level classification both positive and negative opinion is taken by this can identify a 

product strategy. The supervised learning methods are used for the text classification. In aspect-level classification “not 

bad” opinion is taken to prove a good product. 
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II. RELATED WORK 

 

In recent internet applications, which have focused on detecting the polarity of the text, our text classifier helps 

users distinguish between positive and negative reviews thus assisting the user with opinion mining. This could be very 

useful for web applications like twitter, where the user has to face large chunks of raw data. to classify opinion an 

unsupervised lexicon technique is used for sentiment classification. [1] . 

 There are so many user generated opinions on the web for a product; it may be difficult to know how many 

opinions are positive or negative. It makes tough to take decision about product purchasing. a sentence level opinion 

mining is used and it is done by counting based approach which compare the opinion by count method. [2]. All 

customer reviews of product need to summarize; we do not summarize the reviews by selecting or rewriting a subset of 

the original sentence from the reviews. To focus on mining product feature that reviewer has to comment. [3]. MLBSL 

technique is used to improvement over manual and automatic-built lexicons like SentiWordNet is used. [4]. To collect 

a data by archiving the real-time stream. there is no language, or any other kind of restriction was made during the 

streaming process. in fact, their collection consists of tweets in foreign languages. They use Google translate to convert 

it into English before the annotation process. [5]. 

 It analysing a solution for sentiment analysis at fine-grained level, using sentence level opinion mining. [6].  The 

classification of opinion mining techniques that conveys user’s opinion at various levels. The precise method for 

predicting opinions enable us, to extract sentiments from the web and foretell online customer’s preferences. [7]. 

III. PROPOSED WORK 

 

Detecting Emotion In text: 
Subjective language is language used to express opinions, emotions. Both types of language are useful in text 

analysis: Subjective language is useful for automatic subjectivity analysis and objective language is useful for 

information extraction. Emotions are expressed in subjective language so it would appear that subjectivity analysis is 

the only area beneficial in emotion detection. The process in which humans manually label a text is called annotation. 

When annotating on polarity, text is labelled into positive, negative, or neutral emotion.  

  

Opinion retrieval and classification: 
Opinion retrieval is a document retrieving and ranking process. A relevant document must be relevant to the 

query and contain opinions toward the query. Opinion polarity classification is an extension of opinion retrieval. It 

classifies the retrieved document as positive, negative or mixed, according to the overall polarity of the query relevant 

opinions in the document. It proposes several new techniques that help improve the effectiveness of an existing opinion 

retrieval system; which presents a novel two-stage model to solve the opinion polarity classification problem. 
 

 In this model, every query relevant opinionated sentence in a document retrieved by our opinion retrieval 

system is classified as positive or negative respectively by a machine learning technique Naive bayes classifier. Then a 

second classifier determines the overall opinion polarity of the document. Experimental results show that both the 

opinion retrieval system with the proposed opinion retrieval techniques and the polarity classification model 

outperformed the best reported systems respectively. 

System Architecture Design 

The system architecture of proposed system shown in fig 1.1.The collected reviews are preprocessed and the 

words are extracted. The stopwords and stemming words are removed at the stage of preprocessing. The extracted 

words are analysed by reviewer and classify the sentence into positive and negative then the product is ranked. 
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        Fig 1.1 System Architecture Design 
 

IV. PSEUDO CODE  

 

Step 1: Two classes like precision and recall is taken. 

Step 2:  Calculate the probability of event H and evidence E. 

Step 3:  The posterior probability H=Pr(H) and  prior probability H=Pr[H/E]. 

Pr (H/E) =  
Pr(𝐸𝐻)∗Pr⁡(𝐻)𝑃𝑟(𝐸)  

Step 4:  Probability of evidence Pr (E) is constant to all classes, therefore E and H are positive and negative labels. 

Step 5: By naïve Bayes assumption evidence can split into two independent classes or attributes.  

V. SIMULATION RESULTS 

The sentiment analysis of required dataset is collected from a website is classified into positive, negative & neutral 

using naïve Bayesian classifier. A supervised learning method is used to find the performance of mining process. 

 

TABLE I 

Sentiment Analysis Table 
       

Class labels Positive 

 

Negative Neutral 

Positive 

 

75 5 8 

Negative 

 

4 39 15 

Neutral 

 

6 9 62 

  

 

 

The sum of correct classification divided by total number of classification gives correct accuracy of opinion. A 

precision is to measure accuracy provided by specific class. By using Naive Bayes classifier efficiently perform 

sentiment analysis in well trained data. 
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VI. CONCLUSION AND FUTURE WORK 

 

 The sentiment analysis for sentence level is performed by naïve Bayesian classifier and aspect level opinion mining 

is for support vector machine. The user review is analysed and rank for a particular product. The reviews are pre-

processed to eliminate noise like stopwords and stemming words are removed. The extracted words are classified into 

positive and negative in unigram using machine learning naive Bayesian classifier. We propose Machine Learning 

Based Senti-word Lexicon which is based on the bag of words generated from applying Support Vector Machine to 

learn the significant Senti-word- as a sentiment word lexicon. Our approach uses bigram and SVM classification to 

analyze the opinion of the customers. The bigram with high weight is considered in training to include compound 

phrases like ‘not bad’ in the output bag of words. 
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